Part I1: Web Content Mining

Chapter 5. Classification

 General Setting and Evaluation Technigues
 Nearest Neighbor

e Feature Selection

 Nalve Bayes

 Numeric Approaches

 Relational Learning
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Steps of Supervised Learning

« Data collection and preprocessing

At this step documents are collected, cleaned amgeply organized, the terms
(features) identified and then vector space reptatien created. Data are
divided into two subsets:

— Training set, used to build the model (may incladalidation subset)
— Test set, used to evaluate the model

 Building the model

This is the actual learning (also callgeining) step that includes the use of
the learning algorithm. It is usually an iteratimad interactive process that
Includes:

— Feature Selection

— Applying the learning algorithm

— Validating the model (using the validation sulisdtine parameters)
e Testing and evaluating the model

« Using the model to classify documents with unknahass labels
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Problems with text/web documents

* As text and web documents include thousands oflsvtirere is
a major disbalance between two basic parameteeamihg —
the number of features and the number of instanths.terms
substantially outnumber the documents, which mé#kes
document space sparsely populated.

 The document features inherit some of the propedf the
natural language text they are derived from. Mamyi@elevant
to the classification task and are often correlatdus violates
two basic assumptions that many learning algorithethyson —
the equal importance of all attributes and thatistical
Independence.

 Documents are of different sizes and thus cangsé b
represented with different number of features. Hmvéhe
learning algorithms need uniform size vectors, Wwhicturn
further contributes to the sparsity of the instasjgace.
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Evaluation

Evaluation Criteria
» Accuracy of classification (main approach usedupervised learning)

« Computational efficiency of learning and applythg model (time and
space complexity and scalability)

» Model interpretation and simplicity (Occam’s razBi)L)

Benchmark data
» UCI Machine Learning Repository (http://archive.ieci.edu/ml/)
« UCI KDD Archive (http://kdd.ics.uci.edu/)
* Reuters Text Categorization Test Collection
(http://www.daviddlewis.com/resources/testcolleatibeuters21578/)
 TREC data (http://trec.nist.gov/data.html)
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Evaluating Accuracy (holdout)

 Holdout

Reserve a certain amount of data (usually 1/3)efstiing and use the
remainder (2/3) for training.

o Stratification

To ensure that each class is represented with @ppately equal
proportions in both subsets we apply samplingri@ining and test set
within classes.

* Repeated Holdout

Accuracy/error estimates can be made more rellablepeating the
process with different subsamples. This is achidyecandom selection of
the training and test sets, repeating the proassal times and then
averaging the success/error rates.

 Problems with Holdout

Because of the random selection different testreagsoverlap or some
documents may never be used for testing. Crosdatain (CV) is an
evaluation method that provides a solution to pincblem.
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Evaluating Accuracy (cross-validation)

« K-fold Cross-Validation (CV)

Split data intdk subsets of equal size (usually by random sampinag a
possibly with stratification). Then use each subbsétirn for testing with
the remainder for training. Average the errormeates to get an overall
error estimate.

o Stratified ten-fold Cross-Validation

Extensive experiments have shown that this is &% ¢hoice to get an
accurate estimate. Repeated stratified cross-v@irtes even better: ten-
fold cross-validation is repeated ten times andltesre averaged.

» Leave-One-Out Cross-Validation (LOO-CV)

n-fold cross-validation, wheneis the number of training documents.
LOO-CV makes maximum use of data and avoids anga@nsampling.
However it is very computationally expensive andtdication is not
possible.
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Nearest Neighbor (basics)

 The Nearest Neighbor (NN) algorithm is a straightfard
application of similarity (or distance) for the poses of
classification.

* NN predicts the class of a new document usingkass label
of the closest document from the training set.

» Because it uses just one instance from the trgis@t this
basic version of the algorithm is call@me-Nearest Neighbor
(1-NN).

* The closeness Is measured by minimal distanceagmal
similarity.

 The most common approach is to use the TFIDF fraorie

to represent both the test and training documertsampute
the cosine similarity between the document vectors.
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Nearest Neighbor (example)

history| science researgh offers studgnts hgllClass | Similarity to Theatre | Rank

Anthropology 0 0.537 0.477 0 0.673 0.177 A 0.695979 2
Art 0 0 0 0.961 0.195 0.196 B 0.238108 9
Biology 0 0.347 0.924 0 0.111 0.112 A 0.136097 13
Chemistry 0 0.975 0 0 0.155 0.158 A 0.189681 11
Communication| 0 0 0 0.780 | 0.626 0 B 0.605667 3
Computer 0 0.989 0 0 0.130 0.067 A 0.142313 12
Justice 0 0 0 0 1 0 B 0.967075 1
Economics 0 0 1 0 0 0 A 0 18
English 0 0 0 0980 | O 0.199 B 0.050784 16
Geography 0 0.849 0 0 0.528 0 A 0.510589 4
History 0.991 0 0 0135 | O 0 B 0 19
Math 0 0.616 0.549 0.490 | 0.198 0.201 A 0.242155 8
Languages 0 0 0 0.928| O 0.373 B 0.095021 14
Music 0970 | O 0 0 0.170 0.172 B 0.207746 10
Philosophy 0.741 0 0 0.658| O 0.136 B 0.034530 17
Physics 0 0 0.894 0 0.315 0.318 A 0.385508 6
Political 0 0.933 0.348 0 0.062 0.063 A 0.076221 15
Psychology 0 0 0.852 0.387 0.313 0.162 A 0.343685 7
Sociology 0 0 0.639 0.570 [ 0.459 0.237 A 0.504672 S
Theatre 0 0 0 0 0.967 0.254 ? (B
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Nearest Neighbor (discussion)

* “Justice” Is ranked 1, so the class of ‘Theatrgdnedicted as B
(correct prediction).

* However “Justice” has only one non-zero attributeich in fact
produced the prediction. What if this term is iengdnt or noise?
Usek > 1.

o |If k=3 then the prediction is B again (majority of {BBY).
o |If k=5 then the prediction is A (majority of {B, A, B, A}).

* How aboutk=7, 9, ...? Wrong approadiecause we are taking
votes from documents less and less similar to “Treéa

 Solutions
— Use 1-NN (the most popular version of NN)
— Use distance weighted k-NN
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Distance Weighted Nearest Neighbor

« Weight votes with the similarity (or distance)tbé documents
from the training set to the document being claesdif

e Instead of adding 1 for each label add a termighat
proportional to similarity, for example:

— similarity itselfsim(X,Y)
—orl/@-sim(X,Y))
—or1/@-sim(X,Y))’

 Distance weighted 3-NN (with the similarity) pret B for
“Theatre”.

— The weight for A (“Antropology”) isA =0.695979

— The weight for B (“Justice” and “Communication”) is
B=0.96707% 0.60566%1.572742
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LOO-CV with Nearest Neighbor

No distance weighting Distance weighting
Attributes
1-NN 3-NN 5-NN | 19-NN| 1-NN | 3-NN| 5-NN| 19-NN
6 1.00 1.00 0.90 0.55 1.00 1.0C 1.00 0.85
671 0.85 0.85 0.75 0.55 0.85 0.8% 0.7b 0.35

« Small set of relevant attributes works much bettan all attributes.
» Distance weighting does not help much vkt 3,5.

» Distance weighting provides bigger improvementkfoi 9.

» Distance weighting does not make any differendé @l attributes.
* Overall, 1-NN is a clear winner in all cases.

* In general, improvement may be expected WitHl and distance
weighting only in situations with noise (obviousigt present in out
data) and not too many irrelevant attributes.

Zdravko Markov and Daniel T. Larose, Data Mining Web: Uncovering Patterns in Web Content, Structamel Usage, Wiley, 2007.
Slides for Chapter 1: Information Retrieval an WBsarch

11



Nearest Neighbor

o Successfully used by statisticians for more thauyéars

« As an ML approach falls in the categoryimdtance-based
learningbecause the classification is based on a number of
Instances from the training data

 Considered akazy learning because the model creation step
does not involve any computation (instances ar@lgistored)

* All the computation takes place during classifmatwvhen
similarity is calculated for each instance in tferting set. This
makes the algorithrmomputationally expensive.

 To improve efficiency for large document collecisoa smaller
random sample callegindowis used.

* The most popular similarity-based approach to &ext web
document classification.
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Feature Selection

* Find a subset of attributes that best describéldoements with
respect to the classification task (attributes wuthch the learning
algorithm achieves maximal accuracy)

* Simple, but impractical solution: evaluate all setts 2" subsets for
n attributes) and pick the one that maximizes acgurac

« Strong, but practical assumptiaitributes are independensb that
they can be evaluated and selected individually

 Ranking:sort the list of attributes according to their exailon score
(rank) and then pick a number of attributes fromttip of the list.
Evaluation schemes that we discuss:

— MDL

— Error-based

— Information (entropy)-based
— Similarity-based
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Entropy

e Sis a set of document vectors frdealasse<,,C,,....C,
« S is the set of vectors belonging to cl&s| =|S|+|S,|+...+|S¢

* EntropyH(S)is theaverage informatiomeeded to predict
the class of an arbitrary vectordn
k

H(S) =~ P(C)lagP(C)

where probability of clas§, is calculated as the proportion of
instances in it
S
pc)= L

S
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Information Gain

e Assume now that attribu#&®hasmvaluesv,,v,,...,V,,
 ThenA splits the seEinto msubsetsA A, , ... A,
« Entropy In the splitbased on attribut& is defined as

H(A AL A,) = Z‘ ‘H(A),

|9
whereH(A) Is the entropy of the class distribution in gt

 Information gain measures the quality of a spéspectively
an attribute) by the decrease of entropy.

gain(A)=H(S)-H(A,A,,...,A,)
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Similarity-Based Ranking

« Ranking is based on weights assigned to attriltbggseflect
their relevance to the classification.

— For each vector a certain numbenetrest neighborfom
the same and different classes cafiedr hitsandnear
missegespectively are found.

— If a near hit has a different value for a ceratnibute then
that attribute appears to be irrelevant and itg)tas
decreased.

— For near misses, the attributes with differentgalare
relevant and their weights are increased.

* The algorithm starts with equal weights for athiautes and
repeatedly adjusts them (adding or subtracting lssnabunts).

* The vectors used to find near hits and missessually picked at
random.
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Near Hits and Near Misses

e Consider the “Theatre” vector
e “Justice” is a near hit of “Theatre”
« “Anthropology” is a near miss of “Theatre”

history | science| research offefs studerjts hall class
Anthropology | O 0.537 0.477 0 0.673 0.177 A
Justice 0 0 0 0 1 0 B
Theatre 0 0 0 0 0.967 0.254 B

 Attributes “history” and “offers” have the same valin “Theatre”
and in the near hit and near miss — no change inviegghts.

« Attributes “science” and “research” however recaveincrease
because they have different values in the near ‘fAisthropology”.

o Attribute “hall’ receives a decrease, hecauseataeris different in
the near hit “Justice”.
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Attribute Ranking (example)

Top 10 attributes selected by two evaluation messsand histograms of their class
distributions (after discretization) produced by R&éwww.cs.waikato.ac.nz/ml/weka/)

InfoGain Similarity
research research
science offers

hall science
study concentrations
civilization courses
integral study
expression studies
oral based
craine theoretical
specific diverse
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Attribute Selection (example)

Accuracy of 1-NN with increasing number of attriésiranked by InfoGain and Similarity

—e— InfoGain —&— Similarity
2 3 5 T0 20 30 50
L L L
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[EY

300
400 671

LOO-CV accuracy

0.5 I I 1
1 10 100 1000

Number of attributes
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Naive Bayes

* Naive Bayes is an approach to classification baseal
probabilistic setting where documents are represeny sets of
random events term occurrences in documents.

* In theTFIDF representation, document attributes are
considered as normally distributed continuous e (this
approach was discussed in Chapter 3: Clustering)

 In theBooleancase, attributes are binary variables indicating
the presence or absence of a term in the docunggatring the
number of occurrences) and are modeled by a descret
distribution.

* In theterm-countrepresentation attributes are random variables
taking values from the set of natural numbers (@, 1..) and
are modeled by the multinominal distribution.
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Boolean representation

The class of documents the one that maximizéyC|x)
To compute?(C|x)we first apply thdBayes rule
p(c|x) = PXIOPC)
P(x)

Then make the attributedependence assumptitirat if thatx
IS a vector oh attribute values<= (X, X,,...,X.) then

P(X|C) = P(%, ¥.....%, |C) = [ P(% |C)

P(%|C) is calculated as the proportion of documents fréamsc
C that include attribute value.

P(C)is the probability of sampling for clags, calculated as
the proportion of the training documents that ifaitlassC.

P(x)Is a common denominator not needed for classiGoati
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Boolean representation (data)

offars students hé@llass

()
>

history| science resear

Anthropology
Art

Biology
Chemistry
Communication
Computer
Justice
Economics
English
Geography
History
Math
Languages
Music
Philosophy
Physics
Political
Psychology
Sociology
Theatre
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Boolean representation (probabilities)

P(Theatrd A) P(A)
P(Theatrg

P(A|Theatrg =

P(Theatrg A) = P(history= 0| A) x P(science= 0| A) x P(research= 0| A) x
x P(offers= 0| A) x P(students= 1| A) x P(hall =1| A)

P(Theatrg A) =—Xx—X—X—Xx—x— =0.0536476 - —
( e A) AT TR TR T P(A) =11/19=0.578947

P(Theatrg B) = = x—x—x=x—x==0.0488281 P(B) =8/19=0.421053
8 8 8 8 8 8

: : 0.0310591
P(A|Theatrd = 0.0536476<0.578947_ 5 5310501 P(A|Theatrd = .=0.601707
P(Theatrg 0.031059 +0.020559
0.048828%0.421053 0.0205592
= ~ P(B|Theatrg = =0.398293
P(B|Theatr¢ P(Theatra 0.0205592 P(B| 9 0.031059 + 0.020559
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Boolean representation (discussion)

* The prediction made by Naive Bayes (clA¥ss incorrect.

* Interestingly the same prediction was made byl8x¥\N with
distance weighting, which uses the whole trainigig(as Naive
Bayes does).

 The 1-NN prediction (clasB) is correct, but it is based on a
single document.

o Assuming that the original labdB) is unknown which
classification is more feasible?

* The Intuition suggests that the classificatiort thges more
iInformation must be more feasible.

* However although the boolean Naive Bayes algoritsesall
training documents it ignores the term counts.

 So, our next step Is to investigate how a Bayesiadel based
on term counts will classify our test document.
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Multinominal Naive Bayes

e Assume that there amtermst,, t,, ..., {, and ndocumentsl,, d,,
..., g, from classC.

 Assume that terrg occurs in documert; n; times.
» Then ternt; occurs in all documents from claSsvith probability

Z?:l L
> ?zl L

« According to themultinominal distributiorthe probability of
documend, given clasC is

P(d; €)= (Zin;lnij )! xlj Atk

n, !

P(t, [C) =
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Multinominal Naive Bayes (cont.)

* This formula forP(d|C) looks similar to the Naive Bayes
assumption.

 The basic differences are the factorials, whichaatded to

account for the bag of words model where the ongjeof
words is ignored. Thus

n.1 accounts for all possible orderings of each
i word.

(Zm N ), accounts for all possible orderings of all words
= 1/ In the document.
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Term-counts representation (data

history| science researgch offegrs studg¢nts hé@llass
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Term-counts representation (probabillities)

 First computeP(t|C) by taking the sum of the counts in colutpn
within classC and divide it by the total count for all columns.

 To avoid zero probabillities use the Laplace estomdior
example P(history|A)H0+1)/(57+250.017

e Then plugP(t|C) into the formula and obtain the document
probabilities given the class.
P(Theatrd A) =5ix 0.017 0.288 022 0.068 0.305 0.017

o o 0 o 4 1

P(Theatrd B) =5!x O.?;IZSQ g 0.0323 9 0.0323 g 0.355 g O.Ziu9431 g 0.194

o o o ! 1
 Finally computd?(A|TheatreandP(B|Theatre)by using only the
numerator of the Bayes rule and then normalizeikeéihoods.

P(A|Theatrg = 0.0000354208 P(A|Theatrg = 088

P(B|Theatrd = 0.0000%76511 P(B|Theatrd = 012
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Nalve Bayes accuracy with three different
data representations

—e— TFIDF —a— Boolean—a— Mutlinominal
3 5 10 20 30 50 T00

1 - & & & 600
’ 200 300 671

LOO-CV accuracy
o
[ep}

O. 2 I I I
1 10 100 1000

Number of attributes
The drop of the multinominal curve at two attribuggesearch” and

“science”) illustrates a conceptual difference wite Boolean case —the
way term count O is used to compute the attribuéability P(t|C).
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Nailve Bayes (discussion)

* All three representations use only the numbercotiorences of
words in documentgag of wordsapproach).

« Multinominal Naive Bayes performs best becausecibiporates
this information directly into the classificationechanism.

* The next best algorithm, boolean Naive Bayes usksaopart of
this information — whether or not a word occursha document.

 The TFIDF scheme transforms the types of attrio(teunts into
continuous values) and also assumes that theyoangaty
distributed (which may not be true).

» The TFIDF framework is originally designed to repent
documents as points imaetric spacavith the assumption that
similar documents are represented by close powgpace.

 Therefore the TFIDF representation is more sugtddi similarity-
based and metric-based approaches than probabirss.
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Naive Bayes (discussion cont.)

« Multinominal Naive Bayes Is suitable for domainshwarge
vocabularies such as the Web because it worksvadiatvell
without selecting a small subset of relevant aites.

« Although it is based on the independence assump#trbich is
almost never present in real data, the Naive Bdgesitim
works surprisingly well in practice. A possible éxpation Is
that classification doesn't require accurate pribabstimates
as long as maximum probabillity is assigned to threect class.

* Naive Bayes is more efficient than Nearest Neighbecause
the probabilities are computed during learning ased at the
classification step, which is straightforward.
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Numeric Approaches

Documents are considered@snts in a metric spacand
similarity is defined by th&uclidean distance

Classification is expressed aseparation problem
— Given a set of points in Euclidean space

— Find a surface that divides the space in two pattshat the
points that fall in each part belong to a singéessl

The most popular approach to solve this problaitedlinear
regressioruses anyperplaneas a separating surface.

— The predicted class val@®is computed as lenear
combinationof the attribute values.
C=w,+wXx +..+wW_ X,

— The learning objectlve Is to find the coefficiemigyiven a
number of training instances with their class value
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Linear Regression for binary classification

» Substitute class labels with the values -1 and 1.
* The predicted class is determined by the sighefihear combination.

history| science researc¢h offe|rs studgnts tJaICIass Numeric Class
Anthropology | O 0.537 0.477 0 0.673 0.1771 A -1
Art 0 0 0 0.961 | 0.195 0.196 B 1
Biology 0 0.347 0.924 0 0.111 0.112 A -1
Chemistry 0 0.975 0 0 0.155 0.158 A -1
Communicationf 0 0 0 0.780| 0.626 0 B 1
Computer 0 0.989 0 0 0.130 0.067 A -1
Justice 0 0 0 0 1 0 B 1
Economics 0 0 1 0 0 0 A -1
English 0 0 0 0980 [ O 0.199 B 1
Geography 0 0.849 0 0 0.528 0 A -1
History 0991 | O 0 0135 O 0 B 1
Math 0 0.616 0.549 0.490( 0.198 0.201 A -1
Languages 0 0 0 0.928|] O 0.373 B 1
Music 0.970 | O 0 0 0.170 0.172 B 1
Philosophy 0741 | O 0 0.658( O 0.136 B 1
Physics 0 0 0.894 0 0.315 0.318 A -1
Political 0 0.933 0.348 0 0.062 0.063 A -1
Psychology 0 0 0.852 0.387| 0.313 0.162 A -1
Sociology 0 0 0.639 0.570| 0.459 0.237 A -1
Theatre 0 0 0 0 0.967 0.254 ? (B C>0?
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Linear Regression Problem

* Find coefficientsw,, w,,...,w;  that satisfpystem of 19 linear
equations:

—1=w, +w, x0+w,x0.537+w,x0477+w, x0+w,x0.673+w;x0.177
1=w,+w, x0+w,x0+w,;x0+w,*x0.961+w, x0.195+w, x0.196

-1=w, +wW, x0+Ww, x0+w,x0.639+w, x0.570+w, x0.459+w, x0.237

The solution for the vector of coefficient, (W,,...,Ws ) IS:
(1.1397, -0.0549, -1.8396, -1.9736, -0.0175, -02390.623)

The predicted class value of “Theatre” is then:
1.139% 0+0+0+0+-0.39120.967+-0.623¢0.254=0.603168

The result is positive and thus the predictedsclabel of
“Theatre” isB.
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Solving Linear Regression Problem

 There exist standard numerical analysis technitueslve the
linear regression problem.

 The solutiorminimizes the squared erraxhich Is the sum of
the squared difference between the predicted anddtual class
values through all training instances.

» Generally a solution exists if there am@re instances than
attributes

* There are situations when classes ardinearly separablethat

IS, cannot be separated by a hyperplane (or litan
dimensions).

* The simplest example of a non-linearly separalalsses is the
XOR problem, defined with two attributgsandy and a class

value equal to the boolean functieltl y 000=0 ,001=1
100=1,101=0 ).
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Linear Regression Extensions

« Maximum Margin Hyperplane an optimal hyperplane with the maximum
distance from the nearest points, called suppatove

« Separating hyperplane
1.1397-0.054%, —1.8396x, —1.9736x, — 0.0175«, — 0.3912x, — 0.623x =0

~N
N 1 I
N .
AN e Class A
A \\
\@\ . m  Class B
. 0.5~ .
O N N ¢ .
c ~ — — —— Separating
e \\\ hyperplane
N
. o-® BN O  Support vectors
hyperplane
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Support Vector Machines (SVM)

 The SVM approach addresses the biggest disadvanfdmear
regression — its inability to represent non-lineandaries
between classes.

* The basic idea is to use a non-linear mappinde@&erne),
which transforms the original vector space with4haear class
boundaries into a new (usually higher dimensiospfice, where
the class boundaries are linear.

 SVM are also combined with the maxmum margin hyjaem
approach, which makes them the most accurate fodaissi
especially suitable for non-linear cases.

» SVM are considered the most accurate text docuniassifier.
* The training algorithms for SVM are computatiogakpensive.
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Relational Learning

The first step in Relational Learning is transfarmthe vector
space representation toedational representation

* Each cell in the document-term matrix definesrestance of
a binary relationgontains which has a truth value.

o Ifterm T occurs in documerd thencontains(D, T)s true,
otherwise it is false.

 To represent the document class we may use:
— a binary relatiorclass(C,D) whereC takes the values of
'‘A' or 'B',
— or the unary relationdass_A(D)andclass B(D)

 The collection of instances of these relationsaiged
background knowledge.
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Background Knowledge

Prolog clauses (facts)

class_A(‘Anthropology’). class_ B('Art"). contains('Anthropology’, science).
class_A('Biology"). class_B(‘Communication’). contains('Anthropology’, research).
class_A(‘Chemistry').  class_B('Justice’). contains('Anthropology’, students).
class_A(‘Computer’). class_B(‘English). contains('Anthropology’, hall).
class_A('Economics’). class_B('History'). contains(‘Art', offers).
class_A('Geography'). class_B('Languages’). contains('Art', students).
class_A('Math"). class_B('Music'). contains(‘Art', hall).
class_A('Physics'). class_B(‘Philosophy"). contains('Biology', science).
class_A('Political'). class_B(‘Theatre’). .
class_A('‘Psychology). contains('Theatre', students).
class_A('Sociology'). contains('Theatre', hall).
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Relational Learning Task

» Given thebackground knowledgandtarget relations,

* Find clauses (also called rules) that define &ingdt relations In
terms of the background relations.

 For example, If the target relationakss(C,D) the system may
generate the following clauses:

class(‘A',D) :- contains(D,research).
class('A',D) :- contains(D,science).

class('B',D) :- not contains(D,science), not contain s(D,research).

* Or, If the target relations antass_Aandclass_B the system may
generate the following clauses:

class_A(D) :- contains(D, research).
class_A(D) :- contains(D, science).

class_B(D) :- not contains(D, science), not contains (D, research).
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Relational Learning Notation

The notation used here is based on Prolog syntagtey
o “-* means implication ()
o “” —logical conjunction
* “not” — logical negation
» Strings beginning with an upper case letter arelies and those
beginning with a lower case letter or in single tggcare constants.

class_A(D) :- contains(D, research).
class_A(D) :- contains(D, science).
class_B(D) :- not contains(D, science), not contains (D, research).

These clauses read:
— If a document contains “science” its class is A.
— If a document contains “research” its class is A.

— If a document does not contain “science” and do¢gontain “research”
its class is B.
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First-Order Inductive Learning (FOIL)

* The algorithm FOIL (First-Order Inductive Learn)ng

proposed by Quinlan (1990), is one of the most sssfcl
relational learning algorithms.

e [t is simple and efficient and uses an entropyedaschnigue
(similar to InfoGain) to guide the search for clesis

o |t is freely available fromuttp://www.rulequest.com/Personal/foil6.sh

* For information on FOIL and examples of its usevieb
document classification see the document:

Zdravko Markov and Ingrid Russell. Relational Leagfor Web
Document Classification, Machine Learning Experenin Artificial
Intelligence: A Multi-Institutional Project, NSFfided grant, July
2007 qttp://uhaweb.hartford.edu/compsci/ccli/rl.Htm
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Relational Learning with FOIL

Generating clauses for tiokass Atarget relation:

The instances aflass_A(shown in Slide 39) are callgubsitive examples

Given the positive examples the algorithm autocadlir generates a set of
negative exampldsy using the Closed World Assumption (CWA). Under
CWA all instances of relations not explicitly sdesl as being true are
assumed to be false.

Thus the negative examples are instances of the salation, where its
argument takes all values from the contrastingsdiagArt', '‘Communication’,
‘Justice’ etc.).

The objective is to find clauses tiratverall positives and do not cover any
negatives (the latter condition may be relaxedhengresence of noise, i.e. some
percentage of negative examples may be covered too)

A clausecoversan example if there are substitutions for its \@as, such that
when applied the clause head coincides with thenpl@and each of its body
literals occurs in (or follows from) the backgroukrbwledge.
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FOIL algorithm (inner loop)

The algorithm works in a general to specific fashstarting from the most
general hypothesislass_A(D)whereD is a free variable.

class_A(D)overs all positives, however all negatives tocer€fore it should be
specialized by adding body literals that includaatde D (why?)

The potential candidate literals along with thenfwer of positive and negative
examples covered by the clause after adding thlit

Candidateliteral # of covered positives # of covered negatives
contains(D, history). 0 3
contains(D, science). 7 0
contains(D, research). 8 0
contains(D, offers). 3 6
contains(D, students). 10 5
contains(D, hall). 9 6

Best clause selected usimformation gain
class_A(D) :- contains(D, research).

The clause does not cover any negative examptagr@se, it has to be
extended with more literals until it covers no negss. This ends the inner loop.
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FOIL algorithm (outer loop)

If the clause found by the inner loop covers abipve examples, the algorithm
stops.

However it covers only 8. Therefore more clausesnaeded to cover the rest
of the positive examples.

The 8 already covered examples are excluded frenmitial set of positives
and the algorithm enters the inner loop again Wnghremaining ones:

class_A(‘Chemistry").

class_A('Computer").

class_A('Geography").
Now it finds the clause that covers all remaingxgmples and thus the outer
loop ends.

class_A(D) :- contains(D, science)
Negated literals such as “not contains(D,scienas)’also considered as
candidates and evaluated in the same way as thragated ones. This is how
the clause for relatiodlass_Bhas been found.
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Relational Classification

* After being generated the clauses for the tamgjation can be
used to classify new documents.

* The new document is first represented as a sefatfons
“contains” with the terms that it includes.

* Then a deductive system (e.g. Prolog) checks wimehof the
relations “class_A" or “class_B" with the documentsfied as
an argument is true.

* The definition of the target relation is alsoexplanationof the
class of documents in terms of relations from thekiground
knowledge. This is essentially tkeowledge discoverstep
(turning data into knowledge) in the process of webing.
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Relational Representation of the Web

(example)

/e School of Arts & Sciences Departments - Microsoft Internet Explorer

Fle Edt Wiew Favorites Tools Help ‘ !'J'

@Back - @ - lﬂ LE] ;‘| | /- ! Search ." Favorites §:<| . = -

Address [{&] http:/ fwww.artsci.cosis. edufDepartments. htm = B se

8

Start with @ Dream. Finish with a Future,

Central Connecticut State Univetsity

2-=a

T

The School of Arts & Sciences

Departments
Department Chairs, Locations, Phone Mumbers
Anthropology History
Art Mathernatical Sciences
Biological Sciences Modern Languages
Chemistry MMusic
Communication Philosephy

Physics/Earth Sciences
Poliical Science

Computer Science
Crrmnal Tushice

Diesin Psychelogy
Econotnics Sociology
English Theatre
Geography

[ A&S Home ][ A-Z Directory ] [ Departments ] [ About the Scheol ]

Izmze st updated: 10¥27/04 : _';j
i) v
[&] 0 Internet - Z

Target Relation:
chairperson(X,D) :-
department_page(D), contains(D,X),
link_to(D1,D), link_to(D1,D2),
directory_page(D2), contains(D1,X).

Background Knowledge:

directory_page('Departments’).
directory_page('Dept. Directory").
department_page('Theatre").

faculty('Johnson’).
staff('Perrotta’).

chairperson(johnson, 'Theatre’).
contains(‘'Theatre', 'Johnson’).
contains(‘'Theatre', students).

contains('Theatre’, hall).

contains('Dept. Directory', 'Johnson’).
contains('Dept. Directory', 'Perrotta’).

link_to('Departments’, 'Anthropology"').
link_to('Departments’, 'Biology").

link_to('Departments’, 'Theatre’).

link_to('Departments’, 'Dept. Directory").

Zdravko Markov and Daniel T. Larose, Data Mining Web: Uncovering Patterns in Web Content, Structamel Usage, Wiley, 2007.

Slides for Chapter 1: Information Retrieval an WBsarch

47




Web Page Similarity (example)

Background Knowledge:

similar(computer,math).
similar(computer,physics).
similar(math,computer).
similar(math,physics).
similar(physics,computer).
similar(physics,math).
similar(anthropology,political).
similar(anthropology,psychology).
similar(anthropology,sociology).

link_to(computer,scholarship).
link_to(math,scholarship).
link_to(physics,scholarship).

contains(anthropology,research).
contains(anthropology,science).
contains(anthropology,social).
contains(anthropology,ba).
contains(political,social).

Target Relation inferred by FOIL:

similar(A,B) :- link_to(A,C),link_to(B,C),A\=B.
similar(A,B) :- contains(B,social),contains(A,social

),A\=B.

Deductive inference:
?- similar(computer,X).

X=math;

X=physics

?- similar(political, X).
X=anthropology

?- similar(X,Y),
writeln(X-Y),fail.
computer-math
computer-physics
math-computer
math-physics
physics-computer
physics-math
political-anthropology
psychology-anthropology
sociology-anthropology

Adding new pages and links:

contains(polish_studies,social).
link_to(art,exhibition).
link_to(theatre,exhibition).

Inferring new similarities:

?- similar(art,X).
X = theatre

?- similar(polish_studies,X).
X = anthropology ;

X = political ;

X = psychology ;

X = sociology

\> X/
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